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Troitsk – City of Science 

Founded in XVII cent.,   from 1966 – Scientific center of RAS 
from 1977 – city, from 2012 - urban okrug of Moscow, now  ~45000 citizens 

1. Institute of Earth Magnetism and Radiowaves Propagation (RAS) 
2. Institute for High Pressure Physics (RAS) 
3. Institute for Nuclear Researches (RAS) 
4. Institute for Spectroscopy (RAS) 
5. Lebedev Physical Institute - Branch (RAS) 
6. Prokhorov General Physics Institute – Branch (RAS) 
7. Institute on Laser and Information Technology (RAS) 
8. Troitsk Institute of Innovation and Thermonuclear Investigation  
9. Technological Institute for Superhard Novel Carbon Materials 

ISAN 

~41 km from Kremlin 
~15 km from ‘old’ Moscow border 

Center of New Moscow 
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Where ISAN is located?



Foundation of ISANInstitute for Spectroscopy RAS 

1960-th  
- A lot of new spectral data from space - 

(huge number of unknown spectral lines) 

- Laser light sources - 
(new effects of light-matter interaction) 

- High temperature plasma - 
(nuclear and thermonuclear research) 

- Technology demands for diagnostics - 
(material sciences, bio-, medical physics) 

Lebedev Physical Institute of RAS 
Ø 

Commission of Spectroscopy 
Ø 

Institute for Spectroscopy RAS 
(1968) 

  S.L. Mandelshtam G.S. Landsberg 
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Institute for Spectroscopy RAS 
unique research-analytical center 

7. Laser Spectral Instrumentation Dept. 

(*) Research - Educational Center 

6. Theoretical Dept. 

4. Solid State Spectroscopy Dept. 

5. Nanostructure Spectroscopy Lab. 

1. Atomic Spectroscopy Dept. 

2. Molecular Spectroscopy Dept. 

3. Laser Spectroscopy Dept. 

Director: Corr. member of RAS, Prof. Dr. Evgeny Vinogradov 
Staff: 200 people, incl. ~25 Professors (Doctor Habilitations), ~45 Ph.D. 
Results: ~150 publications p.y. (WoS), patents, books 
Position: 3rd place in all-Russian ranking table 

• Materials: from atoms to biological 
• Spatial resolution: up to single atoms size 
• Time: from fs to months/years 
• Spectral range: from UV to Microwave 
• Structure and dynamics 
• Theory, experiment, instrumentation 
• Basic research and applications 
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Staff: 200, including ~86 researchers (25 д.ф.-м.н., ~45 Ph.D.)  
Published papers: ~120-150 papers/year (WoS) 

ISAN rating: 3 rd  to 5th place in all-Russian ranking table 
ISAN is in the first top group of research institutes of the  

RAS after all-national rating



First worldwide factory on laser isotope 
separation (C13) (1997)

ZAO “Gas-Oil”, Kaliningrad) 



Increasing photoionization and photodissociation 
selectivity  by using two laser pulses

Experiment with Rb and NH3 

The first step –  
high selectivity

The second step – 
 high efficiency

IR pulse

UV -pulse



Laser photon source @CERN was created 
[V.S. Letokhov, V.I. Mishin, V.N.Fedoseev et al (1991)]



Table-top realization of 4D microscopy @ISAN: 
the dream of Ahmed Zewail becomes a reality



there are no small things in an experiment…



Progress in laser cooling of atoms 
(from the Nobel lecture of Claude Cohen-Tannoudji)

Laser+Evaporative Cooling, 20nK (Colorado)

1D Raman Cooling Technique, 100nK (Stanford)

1D VCSPT Method, 2µK (Paris)
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SubDoppler Cooling, 40µK (NBS)
Recoil 

3D Doppler Cooling, 240µK (Bell Lab)Doppler 

Температура атомного источника

2D Doppler Cooling, 3,5mK (Москва)

1D Doppler Cooling, 0,07K (NBS)

1D Doppler Cooling, 1,5K (Москва)



Laboratory of electronic spactra of molecules:  
Prof. A.V. Naumov   (www.single-molecule.ru)
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Laser Selective Spectroscopy of organic dye-molecules in complex solids



EPS Historic Site to ISAN in 2018 
Rudiger Voss 
EPS President



EPS Vladilen Letokhov prize and medal 
(launched in 2019) 



Prof. Ferenz Kraus, first recepient of the EPS 
Letokhov medal delivers an inaugural talk at 
the ECAMP13 in Florence, Italy, in 2019
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Computers are real physical systems

Our goal is to make computers faster

Due to the signal speed limit 
we have to squeeze 

components closer together. 
Therefore, components have to 
be smaller to be packed closer 

Limit: Atomic size

We have to drive 
components at a higher 

clock speed 

Limit: ~ 40 GHz

The components inside 
conventional computers give 

off a certain amount of heat as 
a side effect of their operation. 

Therefore, the components 
could not be packed closer 

with no improving their energy 
efficiency. 

Example: in a PC ~108 kT 
in DNA ~100 kT per bit 

Limit: kTln2 per operation

The fact that a real computer is a physical system prompts us to think about the 
space, time, and energy implications of trying to make computers faster



Moore’s law

Moore's law is the observation that the 
number of transistors in a dense 
integrated circuit (IC) doubles about 
every two years. Moore's law is an 
observation and projection of a 
historical trend. Rather than a law of 
physics, it is an empirical relationship 
linked to gains from experience in 
production.



Moore’s law (continued)
The smaller elements, the 
faster the clock frequencyAtom limit



Scaling of the size of logical elements 
leads to the violation of the Moore’s law



Existence of parasitic resistance  
and capacity



Random doping

Identically fabricated logical 
elements essentially differ from 

each other!
Plus to this, quantum physics started  

to play an essential role!



Radical forecast change in  
semiconductor chips production



Two ways to go further…

“Quantum technologies is a radical
change in nowadays technologies. They differ
from them more than a digital computer 
differs from an abacus”.
Bill Philips, Nobel laureate (1997)

Cope with the quantum effects Use quantum effects



“There’s plenty of room at the bottom.” 
— Richard Feynman*) 

“…it seems that the laws of physics present no 
barrier to reducing the size of computers until 
bits are the size of atoms, and quantum behavior 
holds dominant sway.” 

— Richard Feynman**) 

 
*) R.P.Feynman, “There’s plenty of room at the bottom,” 
Engineering and Science, vol. 23, pp.22-36 (1960). 

**) R.P.Feynman, “Quantum mechanical computers,” Optics 
News, vol. 11, pp. 11-20 (1985).

Richard P. Feynman

New era of quantum computers

The idea of quantum calculations was first published by 
Russian mathematician Yuri Manin in 1980, however it 
received its further development after independent 
works by Richard Feyman.



Key advantages of quantum 
computers vs classical ones 

Lens performs a parallel Fourier 
transform

Analogous computational machine 
(ACM) is a physical system, which 

models its own dynamics



For which problems quantum computers 
have advantages vs classical ones?



Which fundamental  problems are 
expected to be solved using QCs

One of the key problems is to understand how the quantum 
materials work and learn how to develop new materials with 
pre-selected properties (one of the key problems in XXI 
century
Magnetism (storing of XXXL-scale data bases)

High temperature superconductivity 
(electrical energy)
 10-20% of electrical energy is lost during its transfer. \this 

problem can be solved by implementing the energy-transfer 
lines based on High temperature superconductivity.



Bits and qubits
Classical bit Quantum bit (qubit*)

Has only two states 
“0” and “1”

⏐Ψ〉 = a⏐0〉 + b⏐1〉 
has two “classical” states: 

“0”: ⏐Ψ〉0 = 1⏐0〉 + 0⏐1〉 = ⏐0〉 
“1”: ⏐Ψ〉1 = 0⏐0〉 + 1⏐1〉 = ⏐1〉 
and all the states “in between” 

*)This term was coined by Schumacher (Phys. Rev. A51, 2738 (1995)

The phase factors do not affect the relative contributions of the eigenstates to 
the whole state, but they are crucially important in quantum interference effects



Quantum entangled states

One qubit Two qubits

⏐Ψ〉 = a⏐0〉 + b⏐1〉
⏐Ψ〉1 ⏐Ψ〉2

⏐Ψ〉12 = ⏐Ψ〉1 ⊗ ⏐Ψ〉2 

 ⏐Ψ〉12 = c00⏐00〉+ c01⏐01〉+ c10⏐10〉+ c11⏐11〉 

A quantum memory register can store 
multiple sequences of classical bits in 
superposition. An exponential number 
of inputs can be stored in a polynomial 
number of qubits. 



Classical logical elements

a NOT a 
0    1 
1    0

NO
a  b a AND b 
0  0       0 
0  1       0 
1  0       0 
1  1       1

AND
a  b a OR b 
0  0       0 
0  1       1 
1  0       1 
1  1       1

OR
a  b a  a OR b 
0  0 0      0 
0  1 0      1 
1  0 1      1 
1  1 1      1

Reversible OR

   Fundamental set of gates (NOT, AND, and OR) 
   These gates (except NOT) are logically irreversible 
   Irreversible gates generate energy as they run 
   Irreversible gates can be converted into reversible ones



Quantum logical elements

NOT CNOT Toffoli gate

Source: V.Vedral, M.B.Plenio, Progr. Quant. Electron., vol. 22, pp. 1–40 (1998)

A quantum network is a quantum computing device consisting of quantum logical 
gates whose computational steps are synchronized in time 



Simple quantum computational device

Source: V.Vedral, M.B.Plenio, Progr. Quant. Electron., vol. 22, pp. 1–40 (1998)



Factorization time on a classical computer 

Source: R.J.Hnughes, e-
print, quant-ph/9801006

(We assume that each workstation in 1997 is rated at 200 MIPS and there are no 
algorithmic developments beyond the General Number Field Sieve (GNFS) algorithm.)

Shor algorithm

Source: R.J.Hnughes, e-
print, quant-ph/9801006



Problem of decoherence

Classical computer 
1 bit        ~108 electrons

Quantum computer 
1 qubit        quantum mechanical 

                 superposition state 
                  of a single atom

Interaction 
with 

environment

Small fluctuation in number of electrons does 
not disturb the computer at all.

Quantum mechanical superposition states are 
notoriously sensitive to decoherence and 
dissipation. 
This makes quantum computer extremely 
sensitive to small perturbations from the 
environment.

QCs require algorithms which correct  
the errors during calculations!



Nobel prize in Physics (2012) 

The 2012 Nobel Prize in Physics 
was awarded jointly to Serge 
Haroche and David J. Wineland 
"for ground-breaking experimental 
methods that enable measuring 
and manipulation of individual 
quantum systems".



Traps for atoms and ions

Source: S.Chu, Scientific American, February 1992, p.48 
Source: C.Cohen-Tannoudji, W.Phillips, 
Physics Today, October 1990, p. 35

Source: H.Bachor et al., Australian National University



QC prototype based inions in  
the ion trap

Source: V.Vedral, M.B.Plenio, Progr. Quant. Electron., vol. 22, pp. 1–40 (1998) Source: D.F.V.James, et. Al. Proc. NASA-QCQC’98  (1998)

Proposal: J.I.Cirac, P.Zoller, Phys. Rev. Lett., vol. 74, p.4091 (1995)



Ions in the trap

Yb+ crystal

~5 µm

8 qubits8 qubits in 2006, expected up to 30

may lead to even larger quantum computers that
can ultimately be put to use in materials design,
communications, and high-performance compu-
tation. As quantum systems are made ever larger,
they ultimately tend toward classical behavior
because the quantum nature of the system quickly
disappears even at the presence of tiny amounts
of dissipation. Whether we find that the strange
rules of quantum physics indeed persist to much
larger systems, or perhaps a new order emerges,
the trapped ion platform for quantum information
processing is expected to provide the leading ex-
perimental playground in which to explore the
evolution of complex quantum systems.
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Superconducting Circuits for Quantum
Information: An Outlook
M. H. Devoret1,2 and R. J. Schoelkopf1*

The performance of superconducting qubits has improved by several orders of magnitude in the past
decade. These circuits benefit from the robustness of superconductivity and the Josephson effect, and
at present they have not encountered any hard physical limits. However, building an error-corrected
information processor with many such qubits will require solving specific architecture problems that
constitute a new field of research. For the first time, physicists will have to master quantum error
correction to design and operate complex active systems that are dissipative in nature, yet remain
coherent indefinitely. We offer a view on some directions for the field and speculate on its future.

The concept of solving problems with the
use of quantum algorithms, introduced in
the early 1990s (1, 2), was welcomed as a

revolutionary change in the theory of computa-
tional complexity, but the feat of actually build-
ing a quantum computer was then thought to be
impossible. The invention of quantum error cor-
rection (QEC) (3–6) introduced hope that a quan-
tum computer might one day be built, most likely
by future generations of physicists and engineers.
However, less than 20 years later, we have wit-
nessed so many advances that successful quantum
computations, and other applications of quan-

tum information processing (QIP) such as quan-
tum simulation (7, 8) and long-distance quantum
communication (9), appear reachable within
our lifetime, even if many discoveries and tech-
nological innovations are still to be made.

Below, we discuss the specific physical im-
plementation of general-purpose QIP with super-
conducting qubits (10). A comprehensive review
of the history and current status of the field is beyond
the scope of this article. Several detailed reviews on
the principles and operations of these circuits already
exist (11–14). Here, we raise only a few important
aspects needed for the discussion before proceed-
ing to some speculations on future directions.

Toward a Quantum Computer
Developing a quantum computer involves several
overlapping and interconnecting stages (Fig. 1).
First, a quantum system has to be controlled suf-

ficiently to hold one bit of quantum information
long enough for it to be written, manipulated, and
read. In the second stage, small quantum algo-
rithms can be performed; these two stages require
that the first five DiVincenzo criteria be satisfied
(15). The following, more complex stages, how-
ever, introduce and require QEC (3–6). In the
third stage, some errors can be corrected by quan-
tum nondemolition readout of error syndromes
such as parity. It also becomes possible to sta-
bilize the qubit by feedback into any arbitrary
state (16, 17), including dynamical ones (18–21).
This stage was reached first by trapped ions (22),
by Rydberg atoms (16), and most recently by
superconducting qubits (23–25). In the next
(fourth) stage, the goal is to realize a quantum
memory, where QEC realizes a coherence time
that is longer than any of the individual compo-
nents. This goal is as yet unfulfilled in any sys-
tem. The final two stages in reaching the ultimate
goal of fault-tolerant quantum information pro-
cessing (26) require the ability to do all single-
qubit operations on one logical qubit (which is an
effective qubit protected by active error correc-
tion mechanisms), and the ability to perform gate
operations between several logical qubits; in both
stages the enhanced coherence lifetime of the
qubits should be preserved.

Superconducting Circuits:
Hamiltonians by Design
Unlike microscopic entities—electrons, atoms,
ions, and photons—on which other qubits are
based, superconducting quantum circuits are
based on the electrical (LC) oscillator (Fig. 2A)
and aremacroscopic systemswith a large number

1Departments of Applied Physics and Physics, Yale University,
NewHaven, CT 06520,USA. 2College de France, PlaceMarcelin
Berthelot, F-75005 Paris, France.

*To whom correspondence should be addressed. E-mail:
robert.schoelkopf@yale.edu
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Modeling of Izing model on an ion-based 
QC (ions in the trap)

NATURE PHYSICS DOI:10.1038/NPHYS2252 INSIGHT | REVIEW ARTICLES

...

Global beam
Addressed beams

1 2 3 j

O1 ( , j)

O2 ( )

θ

θ
O3 ( )θ,  φ
O4 ( )θ,  φ

Figure 5 |Quantum toolbox with a string of trapped ions. Laser beams
interact with the ion(s) for a predetermined time, corresponding to phases
✓ in units of ⇡. For this, the ions are either simultaneously (global beam) or
individually (local beam) addressed to implement the toolbox operations
O1(✓ ,j) (local), O2(✓) and O3(✓ ,�) (global) and the entangling O4(✓ ,�)
(global). These operations are applied sequentially according to a given
simulation (or computational) task.

Digital quantum simulations with trapped ions
In the digital approach to quantum simulation, the state of
the system to be simulated is encoded in a quantum register
of the simulator and the dynamics is approximated with a
stroboscopic sequence of quantum gates. This approach is very
flexible as it enables us in principle to efficiently simulate any
local quantum system7. Such a universal quantum simulator is
an instance of a special-purpose quantum computer. Quantum
error-correction techniques to correct for and quantitatively bound
experimental errors are therefore available in large-scale digital
quantum simulations. Efficiency considerations with respect to the
desired simulation precision are discussed in refs 12,76.

Any universal set of quantum gates can be the basis for
the operations of a digital quantum simulator. The digital
approach has been experimentally explored with NMR systems
and with trapped ions. Here, we shall illustrate it by describing
a recent experiment using the Trotter technique for simulating
spin–spin interactions in a string of two to six 40Ca+ ions77
where the qubits are encoded in superpositions of the |S1/2i
ground and |D5/2i metastable states of the calcium ion. Then,
states encoded in these qubits are manipulated by laser pulses
implementing the following universal set of operations78:O1(✓ ,j)=
exp(�i✓� z

j ), O2(✓)= exp(�i✓P
i�

z
i ), O3(✓ ,�) = exp(�i✓P

i�
�
i )

and O4(✓ ,�)= exp(�i✓P
i<j�

�
i �

�
j ). As indicated in Fig. 5, O1

is realized by a strongly focussed beam interacting with the jth
ion, whereas O2–O4 are implemented with a second beam that
couples to all ions with the same strength. The entangling operation
O4 is realized by off-resonant coupling to a vibrational mode
as described earlier.

The digital approach enables arbitrary interactions between
spins to be programmed. For simulations shown in Figs 6 and 7,
we define dimensionless Hamiltonians H̃ , that is H = EH̃ such
that U = e�iH̃Et/h̄ and the system evolution is quantified by a
unitless phase ✓ = Et/h̄.

According to (1), and as detailed in ref. 77, the Hamiltonians
to be simulated are piecewise applied using the toolbox operations
given above. The dynamics of the system is then implemented with
a stroboscopic sequence of Oi (i = 1,2,3,4) gates, representing
for example the magnetic field and spin–spin evolution operators
for Ising-type interactions. As was shown in ref. 77, the simulated
dynamics converge closer to the exact dynamics as the digital
resolution is increased.

Figure 6a–c shows the simulated dynamics of two-spin systems
with increasing complexity and the initial state |! ix ⌘ (|#i
+|"i)(|#i� |"i). Figure 6a shows the state evolution for the Ising
system, where the operations C =O2(⇡/16) and D=O4(⇡/16,0)
are employed to implement the uniform field B and the interaction

Ising H = B (σz
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c

Figure 6 |Digital simulations of a two-spin system interacting through
Ising, XY and XYZ interaction plus a transverse field. Dynamics of the
initial state |! ix using a fixed digital resolution of ⇡/16. Each panel
shows how a single digital step is built from the elementary interactions:
C = O2(⇡/16), D = O4(⇡/16,0), E = O4(⇡/16,⇡), F = O3(⇡/4,0). Lines
show exact dynamics induced by the respective Hamiltonian, open symbols
the ideal digitized dynamics. Filled symbols are measured data (blue
diamond,! x; red square, !x; black circle,  x,!!x). Figure
adapted with permission from ref. 77, © 2011 AAAS.

J , respectively. More complex systems with further spin–spin
interactions in the y (‘XY’ model) and z (‘XYZ’ model) directions
can be simulated by reprogramming the operation sequence.
The dynamics due to a further spin–spin interaction in the
y direction is simulated by adding another entangling operation
(labelled E in Fig. 6b) to each step of the Ising stroboscopic
sequence. To simulate a Heisenberg interaction, a third spin–spin
interaction in the z direction is realized by adding yet another
entangling gate sandwiched between a pair of collective single-qubit
operations set to rotate the reference frame of the qubits. In
the simulated dynamics of the initial state |! ix under each
model, for a fixed digital resolution of ✓/n= ⇡/16 and 12 Trotter
steps, 24, 48 and 84 gates are used for the Ising, XY and XYZ
simulations, respectively.

As an even more complex example, Fig. 7a shows the observed
dynamics of the four-spin state |""""i ⌘ |eeeei under a long-
range Ising-type interaction. The rich structure of the dynamics
reflects the increased complexity of the underlying Hamiltonian:
oscillation frequencies correspond to the energy gaps in the
spectrum. This information can be extracted through a Fourier
transform of the data77. Figure 7b shows the observed dynamics
for the largest simulation presented in ref. 77: a six-spin many-
body interaction, which directly couples the states |""""""i
and |######i, periodically producing a maximally entangled
Greenberger–Horne–Zeilinger state.

The toolbox above can be extended to include optical pumping
techniques and thus enables simulations of non-Hermitian Hamil-
tonians and therefore of open quantum systems as well79.

NATURE PHYSICS | VOL 8 | APRIL 2012 | www.nature.com/naturephysics 281

REVIEW ARTICLES | INSIGHT NATURE PHYSICS DOI:10.1038/NPHYS2252

H =

H =

 C D
1
2
3
4

0 0.2 0.4 0.6 0.8 1

Po
pu

la
tio

n
Po

pu
la

tio
n

Simulated phase     (π)

4D 4D

F

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8
0

0.5

1.0

 J Σi<jσx
i σx

j + B Σkσz
k

 J σy
1 σx

2 σx
3 σx

4 σx
5 σx

6

 J/B = 2
a

b

θ

Simulated phase     (π)θ

0

0.5

1.0
1
2
3
4
5
6

Figure 7 |Digital simulations of four- and six-spin systems. Dynamics of
the initial state where all spins point up. a, Four-spin long-range Ising
system. Each digital step is D.C = O4(⇡/16,0).O2(⇡/32). Error bars are
smaller than the point size. b, Six-spin six-body interaction. F = O1(✓ ,1),
4D = O4(⇡/4,0). Lines, exact dynamics. Open symbols, ideal digitized.
Filled symbols, data (blue square, P0; magenta diamond, P1; black circle, P2;
green triangle, P3; red right triangle, P4; cyan down triangle, P5; orange left
triangle, P6, where Pi is the total probability of finding i spins pointing
down). Figure reproduced with permission from ref. 77, © 2011 AAAS.

New directions
All the experiments described so far involve linear strings of
ions held in harmonic traps and subject to spin-dependent forces
induced by laser beams. Although this set-up will continue to
play a key role in future experiments, there are also various new
approaches being explored at present. Here, we shall discuss a
couple of ideas that address new ways of coupling ions, handling
larger numbers of ions andmodifying the geometrical arrangement
in which the ions are held.

An alternative to optical spin-dependent forces for entanglement
creation is the use of microwaves. As the momentum transfer
by absorption or emission of free-space microwave photons is
too small to be useful, magnetic-field gradients provide a means
of creating spin-dependent potentials for exhibiting a differential
Zeeman shift52 or driving sideband transitions80. Experiments have
demonstrated a coupling between two internal states of an ion
and its motion using either static81 or oscillating field gradients82.
The latter have been recently used for entangling a pair of ions
by inducing correlated spin flips82,83. Quantum simulations of spin
systems based on forces generated by magnetic-field gradients
would have much less stringent low-temperature requirements
than their laser-based counterparts. To achieve substantial ion–ion
couplings, large field gradients of about 10–100 Tm�1 are required,
which can be achieved in microfabricated ion traps with current-
carrying structures in close proximity to the ions82,84,85.

Microfabricated ion traps are also of interest in other respects,
as they offer greater flexibility in shaping the external trapping
potential, compared with the standard Paul traps. When scaling up
quantum simulations with long strings of ions held in harmonic
potentials, the ratio of transverse to axial trap frequencies has to
grow as !x,y/!z > 0.77N/

p
logN with the number of ions N ,

to prevent the ion string from undergoing a transition change
to a zigzag configuration86. This sets a technical upper limit
to the number of ions in a linear configuration. If, however,
anharmonic terms are added to the axial potentials to keep the
ion distance d constant over the length of the ion string, the
ion string retains its linear structure for transverse frequencies
!x,y > 2.05

p
e2/(4⇡✏0md3) (refs 86,87), where m denotes the ion

mass and ✏0 the vacuum permittivity. Good approximations to
the required axial potential can be achieved in a segmented trap
with a small number of control electrodes88. If long strings of ions
are trapped in such an anharmonic potential, there will be low-
frequency axial modes with substantial thermal excitation that will
be difficult to laser-cool close to the ground state. For this reason,
spin–spin couplings will most likely be engineered by coupling to
the transversemodes, which have a small frequency spread1!. This
would allow for simulations of short-range spin–spin interactions
mediated by electromagnetic forces coupling spin and motion with
a detuning much bigger than 1!.

Another path to quantum simulations with larger numbers
of ions makes use of microtraps for realizing two-dimensional
trapping geometries by placing each ion into a minimum of
the trapping potential89–94. With two-dimensional ion crystals
at hand, quantum simulation of spin–boson models95, phonon
superfluids96, spin frustration97 or the study of edge states of
topological insulators98 could be carried out. The big challenge
when trapping ions in individual traps is to achieve sizeable
(state-dependent) couplings between the ions, as the Coulomb-
mediated motional coupling between them scales as !�1d�3 with
the trap frequency ! and ion distance d . This approach requires
potential variations on length scales well below 100 µm. Only
recently, first experiments have demonstrated coherent coupling
of ions trapped in the two wells of a double-well potential99,100.
An alternative to trapping each ion separately for simulating
two-dimensional spin frustration might be to use zigzag crystals
or the coupling of linear crystals held in separate traps85,101.
As an alternative to Coulomb-mediated ion–ion interactions,
the use of dipole–dipole interactions between Rydberg ions
has been proposed102,103.

All approaches described above are based on ions trapped by
means of radiofrequency fields. This, however, is not the only way
of trapping ions. In Penning traps, the crystallization of hundreds
of ions in a planar crystal has been demonstrated104; the ion
motion can be excited with state-dependent optical dipole forces105.
If a similar level of control over the ions as was demonstrated
in radiofrequency traps could be achieved in these traps, they
would become an attractive system for the simulation of two-
dimensional spin systems97.

Trapping ions by optical forces106 is another way of creating
strongly anharmonic potentials with prospects for simulations aim-
ing at simulating the Frenkel–Kontorova model and friction107,108.
Also, optical forces might be of interests in quantum simulations
involving ions and neutral atoms109,110.

Summary and outlook
The progress in quantum-information processing over the past
decade has opened up exciting new perspectives for the realization
of quantum simulations. Among the systems investigated, trapped
ions have proved to be one of the best, enabling both reliable
quantum control andmeasurements with high fidelity. Most recent
experimental results on quantum simulations with trapped ions
have been summarized and reviewed, and a number of further
potential applications have been indicated. The current efforts
towards scalable ion trap systems, both for long strings of ions
and two-dimensional ion arrays, offer promising tools for future
experiments.With these at hand, it will be necessary to demonstrate
in the not-too-distant future—at least on a proof-of-principle
level—that quantum simulations will be able to go beyond what
can be done with classical computers. At this time, simulating
the dynamics of spin Hamiltonians of the Ising type with general
interactions and more than 40 ions seems to be a problem that goes
beyond the classical capabilities111 and that may be in reach within
the next few years for trapped-ion experiments.
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Figure 1 | Principles of quantum simulation. The three main steps of a
quantum simulator consist of preparing the input state, evolving it over a
time t and carrying out measurements on the evolved state to extract the
physical information of interest. The time evolution of the simulator is
designed to match the time evolution of the model system to be simulated.
In an analog simulator, this is achieved by matching the dynamics of the
simulator with the time evolution governing the dynamics of the simulated
model. In a digital simulator, the propagator describing the dynamical
evolution is constructed from a series of quantum gates. In the illustration,
the horizontal lines represent qubits or other elementary constituents of
the overall quantum system; grey boxes represent quantum operations
acting on the respective constituents covered by the boxes.

Quantum toolbox with trapped ions
Among the most successful systems investigated for quantum-
information processing arewell controlled strings of trapped atomic
ions held in linear radiofrequency traps23,27,28. Present trapped-ion
processors are based on qubits encoded in one ion each, and
manipulated and made to interact with other qubits by pulses
of laser or microwave radiation. Possible electronic qubit states
are hyperfine or Zeeman ground states, or a combination of a
ground state and an excited metastable electronic state. Depending
on the sensitivity of the qubit states to external field noise, the
coherence of the qubit state is typically preserved for durations of a
few milliseconds up to seconds. A qubit is coherently manipulated
by lasers or microwaves resonantly coupling the qubit states as
described by the Hamiltonian

HI = h̄
⌦

2
(�+ei� +��e�i�) (2)

where the Rabi frequency ⌦ is controlled by the intensity I / |⌦ |2
of the exciting field, � is the phase of the field and �± denote the
atomic raising and lowering operators. Alternatively, off-resonant
couplings can be employed for inducing a.c. Stark shifts described
by HI = (1/2)h̄⌦�z . The qubit state is detected by a fluorescence
measurement (Fig. 2a) which couples one of the qubit states, but
not the other, to a short-lived excited level29. In this way, the qubit
states are measured by the presence or absence of fluorescence
with detection errors as small as 10�4 (ref. 30). Qubit rotations
before fluorescence detection allow for projective measurements
of any spin component. Qubit–qubit correlations are measured by
spatially resolved fluorescence detection.

The motion of a trapped ion is composed of harmonic motion
along three perpendicular directions. Doppler-cooling techniques
enable us to spatially confine the ion to a region much smaller than
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Figure 2 | Trapped-ion quantum system used for quantum-information
processing. a, A qubit is encoded in two internal states |gi,|ei of an ion
confined in a harmonic potential. Qubit read-out is accomplished by
coupling one of the qubit levels to a short-lived state |si. Thus, observation
of fluorescence (bright, dark) indicates population of the ground (|gi) or
excited (|ei) state, respectively. The qubit is coherently manipulated by
laser pulses coupling states |gi and |ei on either a single- or two-photon
transition. b, Qubit–motion coupling. The qubit is excited either on the
carrier transition (2) or on the sideband transitions (3), (4), which couple it
to a vibrational mode. Bracketed numbers refer to equation numbers in the
text giving the corresponding Hamiltonians. Excitation on the sideband
transitions decreases or increases the vibrational quantum number n on
excitation of the qubit. c, In an ion crystal, all measurements are made by
(spatially resolved) fluorescence detection. The vibrational states can be
measured by coupling the ion motion to the qubits using sideband
transitions, thus mapping information about the ion motion onto qubits that
are subsequently read out. Effective spin–spin interactions are realized by
interactions mediated by one or several of the crystal’s vibrational modes.

the optical wavelength31. By laser-sideband cooling, a vibrational
mode can be prepared in the ground state of the quantum
oscillator describing the harmonic motion at low temperature.
Reheating times by fluctuating electric fields strongly depend on
the ion-trap size, with heating rates ranging between 1 and 106
phonons per second32,33.

As indicated in Fig. 2, narrow-band laser light can be used
to couple a qubit, consisting of the two-level system |g i ⌘ |#i,
|ei ⌘ |"i, to the ion motion. The physical basis of the interaction is
themomentum transfer from the light field to the ion by stimulated
emission or absorption events. The ion motion is described by a
quantum harmonic oscillator with states |ni, n = 0,1,2, ... and
oscillation frequency !. The interaction of a qubit with a laser
detuned from the qubit transition frequency by �! (red sideband)
is described by the Hamiltonian

HRSB
I = h̄

⌘⌦

2
i(a�+ei� �a†��e�i�) (3)

Here, creation or destruction of a vibrational quantum is described
by the raising or lowering operators, a† or a, respectively, pertaining
to the harmonic oscillator mode; this process goes hand in hand
with the respective atomic (de-)excitation. When compared with
equation (2), the interaction strength is reduced by a factor ⌘ = ka0
where k is the overlap of the (effective) wave vector of the
electromagnetic wave with the normal vector of the ionmotion and
a0 the size of the ionwave packet in the ground state of the harmonic
oscillator. Note that this interaction is mathematically equivalent
to the interaction of a two-level atom inside a cavity, as described
by the Jaynes–Cummings model34, with the cavity-mode frequency
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Quantum simulations with trapped ions
R. Blatt1,2* and C. F. Roos1,2

In the field of quantum simulation, methods and tools are explored for simulating the dynamics of a quantum system of interest

with another system that is easier to control and measure. Systems of trapped atomic ions can be accurately controlled and

manipulated, a large variety of interactions can be engineered with high precision and measurements of relevant observables

can be obtained with nearly 100% efficiency. Here, we discuss prospects for quantum simulations using systems of trapped

ions, and review the available set of quantum operations and first proof-of-principle experiments for both analog and digital

quantum simulations with trapped ions.

T
he field of quantum information has emerged during the past
decade, together with the much refined art of controlling
andmanipulating quantum systems. Arguably, it is today one

of the most lively—and still growing—research areas in physics,
with widespread potential applications. The ultimate goal in this
field is the realization of a universal quantum computer, promising
unprecedented computing power. Reaching that goal, however,
will still require many years, if not decades, of improvements
in technology and fundamental research. There are, however,
no principle roadblocks in sight1. Although universal quantum
computers for large-scale operations are probably quite a while in
the future, research during the past few years has clearly shown
that with small numbers of quantum bits (or qubits) a number
of applications already become interesting where well controlled
quantum systems can be favourably employed. Examples include
frequency standards where entangling operations enhance the state
detection2, tests of quantum theory in multiqubit systems3,4 or the
use of qubits as a quantummemory for quantum repeaters.

The power of quantum-information processing is based on the
exponentially growing number of computational paths that are
available in quantum systems consisting of an increasing number of
qubits. Although factoring of large numbers using Shor’s algorithm5

requires tens of thousands of qubits, the use of even small-scale
quantum systems may offer a route to efficiently simulate other
quantum systems that could be very hard to describe analytically or
numerically on classical computers. Such ideas date back to Richard
Feynman, who pointed out in his seminal 1981 lecture ‘Simulating
Physics with Computers’ that the proper way of simulating
quantum physics would be making use of a quantum machine
instead of a classical computer6. He conjectured that universal
quantum simulators might exist but it was only in 1996 that Seth
Lloyd was able to show that universal simulators can indeed be built
to efficiently simulate systems with local interactions7.

Employing one quantum system to simulate the behaviour of
another can be realized in two rather distinct ways sketched in
Fig. 1: mapping the dynamics of the simulated Hamiltonian to a
mathematically equivalent, albeit physically quite different, system
emulates a quantum system, and is referred to as an analog quantum
simulator8. Obviously, the availability of such emulations or analog
quantum simulations hinges on the accessibility of a very well
controlled quantum system that offers a large variety of interactions
that can be precisely controlled. Much more general and even
much more challenging, in the spirit of Feynman and Lloyd, is
the construction of a universal quantum simulator that can be
reprogrammed to accommodate the needs for any system to be

1Institut für Experimentalphysik, Universität Innsbruck, Technikerstr. 25, A-6020 Innsbruck, Austria, 2Institut für Quantenoptik und Quanteninformation,
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investigated. In that case the task is to obtain the solution | (t )i of
the Schrödinger equation describing the action of a time-dependent
Hamiltonian Hsys, which may be written as a sum of many local
interactions, on the initial state | (0)i. This, however, requires the
use of a freely programmable quantum computer to implement
the required Hamiltonians. As was pointed out in ref. 7, the
unitary evolution of a system Hamiltonian Hsys can be rebuilt by
piecewise application of local Hamiltonians e�iHl t/n. According to
the Trotter formula7,9

e�iHsyst ⇡
�
e�iH1t/ne�iH2t/n ...e�iHl t/n

�n (1)

the dynamics of the system is then approximated better and better
with finer and finer time slices. Equation (1) is applicable for a
time-independent Hamiltonian Hsys = Pl

i=1Hi but can be easily
generalized to time-dependent Hamiltonians. In ref. 7 it was shown
that, for any given simulation precision, the complexity of the
simulation grows only polynomially with the number of particles
to be simulated. Any unitary evolution based on local interactions
can thus be simulated; the approach, therefore, provides the basis
for universal quantum simulations. Such a quantum simulator,
realized by unitaries implemented with a set of universal quantum
operations, is referred to as a digital quantum simulator.

During the past decade a large number of technologies have
been investigated searching for the optimum technology for an
implementation of quantum-information processing1,10. Nuclear
magnetic resonance in molecules11 was the first technology used
for implementing complex multiqubit gate operations. Although
NMR systems are usually considered to be not scalable for
general-purpose quantum computation, they have been favourably
used for small-scale quantum simulations, both digital and
analog8,12. Larger systems that lend themselves almost naturally
to implement solid-state Hamiltonians13,14 are available with
neutral atoms in optical lattices15,16. In these systems, a variety
of experimental controls is available to steer the interaction
between atoms in the lattice, and with the recently developed
techniques for individually addressing single lattice sites17,18
this method offers a wide range of possibilities for analog
simulations14. There are a number of other technologies in use
for various quantum simulations, such as photons19–22; however,
their applicability seems to be limited to very small system
sizes. Other approaches, such as trapped ions15,23, resonator-
coupled superconducting qubit arrays24,25 or electron spins in
quantum dots or diamond26, will need to demonstrate that the
technology is truly scalable.
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complete control of the experimentalist. For example, 
the geometry of the trapping potentials can be changed 
by interfering laser beams under a di! erent angle, thus 
making even more complex lattice con" gurations19, 
such as Kagomé lattices20. # e depth of such optical 
potentials can even be varied dynamically during 
an experimental sequence by simply increasing or 
decreasing the intensity of the laser light, thus turning 
experimental investigations of the time dynamics of 
fundmental phase transitions into a reality.

Each periodic potential formed by a single 
standing wave has the form

Vlat(x) = V0sin2(kLx),

where kL = 2π/λL is the wave vector of the laser 
light used to form the optical standing wave and V0 
represents the lattice potential depth, usually given 
in units of the recoil energy ER = h _ 2kL

2/2m (m being 
the mass of a single neutral atom), which is a natural 
energy scale for neutral atoms in periodic light " elds. 
Note that by choosing to interfere two laser beams 
at an angle less than 180°, one can form periodic 
potentials with a larger period.

# e motion of a single particle in such periodic 
potentials is described in terms of Bloch waves 
with crystal momentum q. However, an additional 
harmonic con" nement arises due to the gaussian 
pro" le of the laser beams (see Fig. 2). Although this 
harmonic con" nement is usually weak (typically 
around 10–200 Hz oscillation frequencies) 
compared with the con" nement of the atoms on 
each lattice site (typically around 10–40 kHz), it 
generally leads to an inhomogeneous environment 
for the trapped atoms. One must be careful, 
therefore, when comparing experimental results 
derived for a homogeneous periodic potential case 
to the ones obtained under the inhomogeneous 
trapping conditions as described.

Owing to the large degree of control over the 
optical lattice parameters, a number of detection 
techniques have become available to directly measure 
the band populations present in the periodic potential. 
A good example of such a measurement technique 
is the mapping of a Bloch state in the nth energy 
band with crystal momentum q onto a free-particle 
momentum in the nth Brillouin zone (see Fig. 3). # is 
can be achieved by adiabatically lowering the lattice 
potential depth, such that the crystal momentum 
of the excitation is preserved during ramp-down. 
# en, the crystal momentum is eventually mapped 
onto a free-particle momentum in the corresponding 
Brillouin zone21,22 (see Fig. 3). For instance, for an 
equal statistical mixture of Bloch states in the lowest 
energy band, one expects a homogeneously " lled 
momentum distribution of the atom cloud within 
the " rst Brillouin zone (a square in momentum space 
with width 2h _ kL). # e atom cloud for such an input 
state should then expand like a square box a$ er the 
adiabatic lowering of the optical lattice potential, 
which has indeed been observed experimently22–24. 
Occupation of higher energy bands becomes visible 
as higher Brillouin zones are populated, and the atom 
cloud expands in a stair-case density distribution a$ er 
adiabatic turn-o! 23 (see Fig. 3e).

a

b

Figure 1 Optical lattice potentials formed by superimposing two or three orthogonal standing waves. 
a, For a 2D optical lattice, the atoms are confi ned to an array of tightly confi ning 1D potential tubes. 
b, In the 3D case, the optical lattice can be approximated by a 3D simple cubic array of tightly 
confi ning harmonic oscillator potentials at each lattice site.
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Figure 2 Optical lattice potentials. a, The standing-wave interference pattern creates a periodic 
potential in which the atoms move by tunnel coupling between the individual wells. b, The gaussian 
beam profi le of the lasers, a residual harmonic trapping potential, leads to a weak harmonic confi nement 
superimposed over the periodic potential. Thus the overall trapping confi guration is inhomogeneous.
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agreement between theory and experiment. In another 
experiment7, no further lattice was present along the 
direction of the tubes, but the con! nement of the 
atoms in the radial direction was further increased, 
leading to values of γ of up to 5.5. " ey measured the 
1D energy per particle and size of the atom clouds 
along the axial direction of the potential tubes and 
found good agreement with the exact results for the 
1D case42, showing increasing deviations from the 
weakly interacting results upon increasing γ. In general, 
1D quantum systems can be very well described 
by Luttinger-liquid theory43, applicable also in the 
intermediate regime for γ, which can be tested in future 
experiments. " e realization of the quantum states of 
a Tonks–Girardeau gas emphasizes the versatility of 
ultracold quantum gases in the search for novel, or 
long-predicted quantum phases, which have so far 
eluded observation.

FERMIONIC QUANTUM GASES IN OPTICAL LATTICES

Only recently have we begun to explore the potential 
of ultracold fermions in an optical lattice. In one 
of the pioneering experiments with fermions in 
1D optical lattices, researchers studied the peculiar 

transport properties of bosons and fermions in 
periodic potentials44. " ey found that applying steep 
potential gradients inhibited transport for fermions 
in optical lattices, but that collisions with added 
bosonic atoms can stimulate transport in the system 
again. In a di# erent experiment45 they also observed 
the onset of insulating behaviour in a trapped 
Fermi gas (a single-component Fermi gas) as the 
Fermi energy approaches the bandgap. For this, the 
researchers observed oscillations of their ultracold 
fermions in a 1D optical lattice, superimposed 
harmonic con! nement and found that these 
oscillations were strongly suppressed for increased 
! lling of the lowest energy band. In another very 
recent experiment24, ultracold fermionic 40K atoms 
were loaded into a 3D optical lattice. Using the 
adiabatic mapping outlined above, they directly 
observed the Fermi surface of a Fermi gas (see 
Fig. 7). As the ! lling factor was increased, the 
fermionic system was driven into a band insulating 
state. " e authors point out that such a band 
insulator, with one fermion per site, could also be 
used as a quantum register for quantum information 
purposes, as an alternative to a Mott insulator for 
bosonic atoms. " e researchers also demonstrated 
that the usual restriction of atoms to the lowest 
Bloch band may break down if the interactions 
between two fermionic atoms in di# erent spin states 
are increased such that the onsite interaction energy 
approaches the value of the vibrational splitting 
of the harmonic oscillator levels. " eir impressive 
demonstration involved enhancing the interactions 
between two fermions in di# erent spin states 
through a Feshbach resonance and observing the 
subsequent population of higher energy bands.

OUTLOOK

What are the prospects for future investigations 
of ultracold atoms in optical lattices? I believe 
we have just cracked open the door to a wide 
interdisciplinary ! eld of physics ranging from 
nonlinear dynamics to strongly correlated 
quantum phases and quantum information 
processing, which will provide us with many 
research highlights throughout the coming years. 
One natural step forward is to load spin-mixtures 
into the lattice potential. " eorists have predicted 
fascinating quantum phases, such as a counter$ ow 
super$ uid46,47, for which the total density of a two-
component spin-mixture in a lattice is ! xed, but 
the individual spin components remain completely 
super$ uid. Further predictions include Cooper-
pair-like states48, possible ways to realize spin-Bose 
models49 or even single-atom transistors50 with 
neutral atoms. Moreover, by using spin-dependent 
lattice potentials one can map the hamiltonian of 
a two-component Bose mixture onto a controlled 
quantum-spin-system hamiltonian and investigate 
fundamental quantum magnetic systems46,51,52 in a 
highly controllable environment.

Another research e# ort will be directed towards 
disordered systems53–56. Strongly interacting quantum 
systems in random potentials are among the most 
di%  cult systems to analyse theoretically. As one of the 

a

b

Figure 6 Transition from a superfl uid to a Mott insulator. a, In the superfl uid state of a BEC, the 
underlying atoms can be described as a giant macroscopic matter wave. When such a condensate 
is released from the periodic potential, a multiple matter-wave interference pattern appears, owing 
to the phase coherence between the atomic wavefunctions on different lattice sites. In this case, the 
phase of the macroscopic matter wave is well defi ned. However, the atom number on each lattice 
site fl uctuates. b, In the other limit of a Mott insulating state of matter, each lattice site is fi lled with 
a fi xed number of atoms but the phase of the matter-wave fi eld remains uncertain. No matter-wave 
interference can be seen in this case when the quantum gases are released from the lattice potential 
(see for example, ref. 3).
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values of 0 or 1. In stark contrast to classical bits (which 
always have a defi nite value of either 0 or 1), the qubits 
can, in some sense, behave as if they had the values of 0 
and 1 at the same time.

In addition to photons, many other physical quantum 
systems are being considered for use as qubits. For exam-
ple, a single two-level atom in its ground state could cor-
respond to a 0, while the same atom in its excited state 
would correspond to a 1. Research along these lines is 
being pursued actively within the context of ion-trap5 
and nuclear magnetic resonance (NMR)6 approaches.

LINEAR OPTICS QUANTUM 
COMPUTING

The primary advantage of an optical approach to 
quantum computing is that it would allow quantum 
logic gates and quantum memory devices to be easily 
connected using optical fi bers or waveguides in analogy 
with the wires of a conventional computer. This affords 
a type of modularity that is not readily available in other 
approaches. For example, the transfer of qubits from one 
location to another in ion-trap or NMR systems is a very 
complex process.

The main drawback to an optical approach has been 
the implementation of the quantum logic gates needed 
to perform calculations. An important example of a 
quantum logic gate is the so-called controlled-NOT 
(CNOT) gate, which has been shown to be a universal 
gate for quantum computers in the same way that the 
classical NAND gate is a universal gate for conventional 
computers.7 In other words, any conceivable quantum 
logic gate can be constructed from a circuit of CNOT 
gates and single-qubit gates, which are trivial in an opti-
cal approach. 

As described in Ref. 4, a CNOT gate has two inputs—
a control qubit and a target qubit—and operates in such 
a way that the NOT operation (bit fl ip) is applied to 
the target qubit, provided the control qubit has a logi-
cal value of 1. Such a logic operation is inherently non-
linear because the state of one quantum particle must 
be able to control the state of the other. In an optical 

approach, this is equivalent to requiring a nonlinear 
interaction between two single photons, which is typi-
cally an extremely weak effect. Conventional nonlinear 
optical effects, such as frequency doubling of a light 
beam, are usually only observed in experiments involv-
ing intense laser pulses containing billions of photons.8 
Although several ingenious methods for producing non-
linear interactions at single-photon intensity levels have 
been considered, they are thought to be either too weak9 
or accompanied by too much loss10 to be useful for prac-
tical quantum CNOT gates. 

It has recently been shown, however, that near-per-
fect optical quantum logic gates, such as a CNOT gate, 
can be implemented without the need for a nonlinear 
interaction between two single photons.11 Logic gates 
of this kind can be constructed using only linear opti-
cal elements such as mirrors and beamsplitters, addi-
tional resource photons, and triggering signals from 
single-photon detectors. In this “linear optics quantum 
computing” (LOQC) approach, the required nonlin-
earity arises from the quantum measurement process 
associated with the detection of the additional resource 
(“ancilla”) photons.11 Roughly speaking, a single-photon 
detector either goes off or not, which is a very nonlinear 
response.

The basic idea of a LOQC-type CNOT gate is illus-
trated in Fig. 2. Besides the control and target photons, 
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Figure 1. Two methods for implementing quantum bits, or “qubits,”  
using the quantum states of single photons.4 (a) Polarization 
encoding in which a horizontally polarized single photon repre-
sents a logical value of 0 and a vertically polarized single photon 
represents a logical value of 1. (b) Path encoding, where the pres-
ence of a single photon in one of two optical fi bers represents a 
logical value of 0 or 1.
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Figure 2. Basic idea of a two-input quantum logic gate con-
structed using linear optical elements, additional resource (ancilla) 
photons, and single-photon detectors. The ancilla photons are 
combined with the logical qubits using linear elements such as 
beamsplitters and phase shifters. The quantum state of the ancilla 
photons is measured after they leave the device. The correct logi-
cal output is known to have been produced when measurements 
on the ancilla photons produce certain results. The output can be 
corrected for other measurement results. 
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to preserve the coherences in the large Hilbert space. Generally, neither
the ‘on’ state nor the ‘off’ state is as difficult to implement as the ability
to switch between the two! In engineering a scalable quantum com-
puter architecture, these conflicts are often aided by techniques
for quantum communication; for this DiVincenzo introduced extra
criteria related to the ability to convert stationary qubits to ‘flying
qubits’ such as photons. Quantum communication allows small
quantum computers to be ‘wired together’ to make larger ones, it
allows specialized measurement hardware to be located distantly from
sensitive quantum memories, and it makes it easier to achieve the
strong qubit connectivity required by most schemes for fault-tolerance.

The central challenge in actually building quantum computers is
maintaining the simultaneous abilities to control quantum systems,
to measure them, and to preserve their strong isolation from un-
controlled parts of their environment. In the ensuing sections, we
introduce the various technologies researchers are currently employ-
ing to meet this challenge.

Photons
Realizing a qubit as the polarization state of a photon is appealing
because photons are relatively free of the decoherence that plagues
other quantum systems. Polarization rotations (one-qubit gates) can
easily be done using ‘waveplates’ made of birefringent material.
(Photons also allow the encoding of a qubit on the basis of location
and timing; quantum information may also be encoded in the con-
tinuous phase and amplitude variables of many-photon laser
beams10.) However, achieving the needed interactions between
photons for universal multi-qubit control presents a major hurdle.
The necessary interactions appear to require optical nonlinearities
stronger than those available in conventional nonlinear media, and
initially it was believed that electromagnetically induced transpar-
ency11 or atom–photon interactions enhanced by an optical cavity
(cavity quantum electrodynamics)12 would be required.

In 2001, a breakthrough known as the KLM (Knill–Laflamme–
Milburn13) scheme showed that scalable quantum computing is
possible using only single-photon sources and detectors, and linear
optical circuits. This scheme relies on quantum interference with
auxiliary photons at a beamsplitter and single-photon detection to
induce interactions nondeterministically. In the past five years, the
KLM scheme has moved from a mathematical proof-of-possibility
towards practical realization, with demonstrations of simple
quantum algorithms14 and theoretical developments that drama-
tically reduce the resource overhead15. These developments employ
the ideas of cluster-state quantum computing5, and have been
demonstrated experimentally15. Today, efforts are focused on high-
efficiency single-photon detectors16,17 and sources18,19, devices that
would enable a deterministic interaction between photons11,12, and
chip-scale waveguide quantum circuits14,20.

Silicon single-photon detectors operate at room temperature at
10 MHz with 70% efficiency; work is in progress to increase efficiency
and to resolve the photon number16,17. Superconducting detectors
operating as sensitive thermometers can resolve the photon number,
have 95% efficiency and low noise, but operate at ,100 mK and are
relatively slow. Faster (hundreds of MHz) nanostructured NbN
superconducting nanowire detectors have achieved high efficiency
and photon number resolution16,17.

One approach to a high-efficiency single-photon source is to multi-
plex the nonlinear optical sources currently used to emit pairs of
photons spontaneously18. An alternative is a single quantum system
in an optical cavity that emits a single photon on transition from an
excited to a ground state. Robust alignment of the cavity can be achieved
with solid-state ‘artificial atoms’, such as quantum dots18,19,21,22 and
potentially with impurities in diamond23, which we discuss below. As
these cavity quantum electrodynamics systems improve, they could
provide deterministic photon–photon nonlinearities24.

Regardless of the approach used for photon sources, detectors and
nonlinearities, photon loss remains a significant challenge, and

provides the closest comparison to T2 decoherence in matter-based
qubits (see Table 1). Like decoherence, loss can be handled by QEC
techniques with high thresholds15. Typical values for loss in inte-
grated waveguide devices are ,0.1 dB cm21. Current silica wave-
guide circuits14,20 use about one centimetre per logic gate (see
Fig. 2), a length which may be reduced by using circuits with higher
refractive-index contrast. The advances in photonic quantum com-
puting not only support photonic qubits, but are likely to benefit
other types of quantum computer hardware using photons for
quantum communication between matter qubits, including trapped
atoms, quantum dots and solid-state dopants, as discussed below.

Trapped atoms
The best time and frequency standards are based on isolated atomic
systems, owing to the excellent coherence properties of certain energy
levels within atoms. Likewise, these energy levels in trapped atoms
form very reliable qubits, with T1 and T2 times typically in the range
of seconds and longer. Entangling quantum gates can be realized
through appropriate interactions between atoms, and atomic qubits
can be initialized by optical pumping and measured with nearly
100% efficiency through the use of state-dependent optical fluor-
escence detection.

Individual atomic ions can be confined in free space with nano-
metre precision using appropriate electric fields from nearby elec-
trodes25,26, as shown in Fig. 3a and b. Multiple trapped ion qubits can
be entangled through a laser-induced coupling of the spins mediated
by a collective mode of harmonic motion in the trap. The simplest
realization of this interaction to form entangling quantum gates was
first proposed by Cirac and Zoller in 1995 and demonstrated in the
laboratory later that year25. Extensions to this approach rely on
optical spin-dependent forces that do not require individual optical
addressing of the ions, nor the preparation of the ionic motion into a

Table 1 | Current performance of various qubits

Type of qubit T2 Benchmarking (%) References

One qubit Two qubits

Infrared photon 0.1 ms 0.016 1 20

Trapped ion 15 s 0.48{ 0.7* 104–106
Trapped neutral atom 3 s 5 107

Liquid molecule nuclear spins 2 s 0.01{ 0.47{ 108

e2 spin in GaAs quantum dot 3ms 5 43, 57
e2 spins bound to 31P:28Si 0.6 s 5 49
29Si nuclear spins in 28Si 25 s 5 50
NV centre in diamond 2 ms 2 5 60, 61, 65
Superconducting circuit 4ms 0.7{ 10* 73, 79, 81, 109

Measured T2 times are shown, except for photons where T2 is replaced by twice the hold-time
(comparable to T1) of a telecommunication-wavelength photon in fibre. Benchmarking values
show approximate error rates for single or multi-qubit gates. Values marked with asterisks are
found by quantum process or state tomography, and give the departure of the fidelity from
100%. Values marked with daggers are found with randomized benchmarking110. Other values
are rough experimental gate error estimates. In the case of photons, two-qubit gates fail
frequently but success is heralded; error rates shown are conditional on a heralded success.
NV, nitrogen vacancy.

ϕ

Figure 2 | Photonic quantum computer. A microchip containing several
silica-based waveguide interferometers with thermo-optic controlled phase
shifts for photonic quantum gates20. Green lines show optical waveguides;
yellow components are metallic contacts. Pencil tip shown for scale.
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Figure 1 | First quantum chemistry experiment on a quantum information processor. a, Quantum optics experiment for simulating the energy of the
hydrogen molecule in the minimal basis set. A pair of entangled photons generated via the spontaneous parametric down-conversion (SPDC) process
implements an iterative phase-estimation scheme where one of the photons represents two 2⇥2 blocks of the 6⇥6 full configuration interaction matrix of
H2 in the minimal quantum chemistry basis set20. The photons are coupled into free space optical modes C (control) and R (register) and manipulated by
using half-wave plates (⌦/2) and quarter-wave plates (⌦/4) to implement single-qubit rotations around the Bloch axes, Ry and Rz, as well as Hadamard (H)
and Pauli X gate (X) operations. Coincident detection events between single photon counting modules (SPCMs) D1 and D3 (D2 and D3) herald a
successful run of the circuit. Panel reproduced from ref. 20. b, Plot of the molecular energies of the different electronic states as a function of interatomic
distance obtained with the device to 20 bits of precision using an iterative phase-estimation procedure (IPEA) and a majority-voting scheme as a simple
error correction protocol.

An area of recent interest in quantum physics is the study
of quantum phases with particular topological properties that
could yield topologically protected states. As these states might
be useful for quantum-information processing, condensed-matter
systems such as topological insulators have been intensively
studied theoretically and experimentally. The direct observation
of topological states is a challenging experimental problem. One
approach to the problem is to build an orrery where the effect can
be observed. Recently27, an optical set-up similar to that employed
for the simulation of quantum walks21 was modified to achieve
a one-dimensional topologically protected pair of states, using a
Hamiltonian describing a periodically driven system. This enabled
the direct experimental observation of topologically protected
bound states using a discrete-time quantumwalk (Fig. 3).

Particle statistics and elementary interactions
In quantum physics, there exist two fundamental particle classes:
bosons, which obey Bose–Einstein statistics, and fermions, which
satisfy Fermi–Dirac statistics. Whereas bosonic particles can
occupy the same quantum state and therefore can bunch,
fermionic particles must follow the Pauli exclusion principle and
thus anti-bunch. These non-classical particle statistics can be

simulated with photons that interact with multiport beam-splitter
structures in bulk72,73 or integrated42,45 optics. Photon bunching
is observed when superimposing indistinguishable single photons
at beam splitters74. However, when polarized photons are used as
input, boson-like bunching or fermion-like anti-bunching can be
generated, depending on whether the photons share a symmetric
(triplet) or an anti-symmetric (singlet) state. The ability to
observe non-bosonic statistics with photons was originally used in
experiments in the context of quantum-information processing75,76,
but recent demonstrations of two-photon interference in
integrated waveguides used the phenomenon to simulate quantum
interference of fermions and bosons, as well as that of so-called
anyons24,25, which generalize the concept of exchange statistics
in two dimensions.

In general, the flexibility of photons makes such systems
promising for studying a variety of different quantum-physical
properties. For example, a theoretical work by Semião and
Paternostro77 suggests using photons to obtain insights into particle
physics. These authors propose using a combination of CNOT gates
and multiports39 to emulate the nucleonic spin states that result
from the combination of their quark components. Obviously, such
quantum simulation experiments would cover basic quark models,
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Figure 1 | First quantum chemistry experiment on a quantum information processor. a, Quantum optics experiment for simulating the energy of the
hydrogen molecule in the minimal basis set. A pair of entangled photons generated via the spontaneous parametric down-conversion (SPDC) process
implements an iterative phase-estimation scheme where one of the photons represents two 2⇥2 blocks of the 6⇥6 full configuration interaction matrix of
H2 in the minimal quantum chemistry basis set20. The photons are coupled into free space optical modes C (control) and R (register) and manipulated by
using half-wave plates (⌦/2) and quarter-wave plates (⌦/4) to implement single-qubit rotations around the Bloch axes, Ry and Rz, as well as Hadamard (H)
and Pauli X gate (X) operations. Coincident detection events between single photon counting modules (SPCMs) D1 and D3 (D2 and D3) herald a
successful run of the circuit. Panel reproduced from ref. 20. b, Plot of the molecular energies of the different electronic states as a function of interatomic
distance obtained with the device to 20 bits of precision using an iterative phase-estimation procedure (IPEA) and a majority-voting scheme as a simple
error correction protocol.

An area of recent interest in quantum physics is the study
of quantum phases with particular topological properties that
could yield topologically protected states. As these states might
be useful for quantum-information processing, condensed-matter
systems such as topological insulators have been intensively
studied theoretically and experimentally. The direct observation
of topological states is a challenging experimental problem. One
approach to the problem is to build an orrery where the effect can
be observed. Recently27, an optical set-up similar to that employed
for the simulation of quantum walks21 was modified to achieve
a one-dimensional topologically protected pair of states, using a
Hamiltonian describing a periodically driven system. This enabled
the direct experimental observation of topologically protected
bound states using a discrete-time quantumwalk (Fig. 3).

Particle statistics and elementary interactions
In quantum physics, there exist two fundamental particle classes:
bosons, which obey Bose–Einstein statistics, and fermions, which
satisfy Fermi–Dirac statistics. Whereas bosonic particles can
occupy the same quantum state and therefore can bunch,
fermionic particles must follow the Pauli exclusion principle and
thus anti-bunch. These non-classical particle statistics can be

simulated with photons that interact with multiport beam-splitter
structures in bulk72,73 or integrated42,45 optics. Photon bunching
is observed when superimposing indistinguishable single photons
at beam splitters74. However, when polarized photons are used as
input, boson-like bunching or fermion-like anti-bunching can be
generated, depending on whether the photons share a symmetric
(triplet) or an anti-symmetric (singlet) state. The ability to
observe non-bosonic statistics with photons was originally used in
experiments in the context of quantum-information processing75,76,
but recent demonstrations of two-photon interference in
integrated waveguides used the phenomenon to simulate quantum
interference of fermions and bosons, as well as that of so-called
anyons24,25, which generalize the concept of exchange statistics
in two dimensions.

In general, the flexibility of photons makes such systems
promising for studying a variety of different quantum-physical
properties. For example, a theoretical work by Semião and
Paternostro77 suggests using photons to obtain insights into particle
physics. These authors propose using a combination of CNOT gates
and multiports39 to emulate the nucleonic spin states that result
from the combination of their quark components. Obviously, such
quantum simulation experiments would cover basic quark models,
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An area of recent interest in quantum physics is the study
of quantum phases with particular topological properties that
could yield topologically protected states. As these states might
be useful for quantum-information processing, condensed-matter
systems such as topological insulators have been intensively
studied theoretically and experimentally. The direct observation
of topological states is a challenging experimental problem. One
approach to the problem is to build an orrery where the effect can
be observed. Recently27, an optical set-up similar to that employed
for the simulation of quantum walks21 was modified to achieve
a one-dimensional topologically protected pair of states, using a
Hamiltonian describing a periodically driven system. This enabled
the direct experimental observation of topologically protected
bound states using a discrete-time quantumwalk (Fig. 3).

Particle statistics and elementary interactions
In quantum physics, there exist two fundamental particle classes:
bosons, which obey Bose–Einstein statistics, and fermions, which
satisfy Fermi–Dirac statistics. Whereas bosonic particles can
occupy the same quantum state and therefore can bunch,
fermionic particles must follow the Pauli exclusion principle and
thus anti-bunch. These non-classical particle statistics can be

simulated with photons that interact with multiport beam-splitter
structures in bulk72,73 or integrated42,45 optics. Photon bunching
is observed when superimposing indistinguishable single photons
at beam splitters74. However, when polarized photons are used as
input, boson-like bunching or fermion-like anti-bunching can be
generated, depending on whether the photons share a symmetric
(triplet) or an anti-symmetric (singlet) state. The ability to
observe non-bosonic statistics with photons was originally used in
experiments in the context of quantum-information processing75,76,
but recent demonstrations of two-photon interference in
integrated waveguides used the phenomenon to simulate quantum
interference of fermions and bosons, as well as that of so-called
anyons24,25, which generalize the concept of exchange statistics
in two dimensions.

In general, the flexibility of photons makes such systems
promising for studying a variety of different quantum-physical
properties. For example, a theoretical work by Semião and
Paternostro77 suggests using photons to obtain insights into particle
physics. These authors propose using a combination of CNOT gates
and multiports39 to emulate the nucleonic spin states that result
from the combination of their quark components. Obviously, such
quantum simulation experiments would cover basic quark models,
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Photonic quantum simulators
Alán Aspuru-Guzik1* and Philip Walther2*
Quantum simulators are controllable quantum systems that can be used to mimic other quantum systems. They have the

potential to enable the tackling of problems that are intractable on conventional computers. The photonic quantum technology

available today is reaching the stage where significant advantages arise for the simulation of interesting problems in quantum

chemistry, quantum biology and solid-state physics. In addition, photonic quantum systems also offer the unique benefit of

being mobile over free space and in waveguide structures, which opens new perspectives to the field by enabling the natural

investigation of quantum transport phenomena. Here, we review recent progress in the field of photonic quantum simulation,

which should break the ground towards the realization of versatile quantum simulators.

A
bout 2,000 years ago, the Greeks built orreries, mechanical
devices constructed to simulate the classical dynamics of
planetary motion. The construction of orreries was made

possible by technological advances in mechanics and materials
science. One of the present directions in quantum science is
the development of modern quantum orreries (Box 1), that is,
quantum-mechanical simulators of chemical and physical processes
at the scale where quantum effects are crucial.

It was Richard Feynman who proposed the innovative idea
for the efficient simulation of quantum systems: one could
employ a controllable quantum system, he suggested, to reproduce
the dynamics and the quantum state of the original system
of study. Classical computers are unable to simulate quantum
systems efficiently, because they need to enumerate quantum
states one at a time. Quantum simulators allow us to bypass
the exponential barriers imposed by entanglement and the
superposition principle of quantum mechanics, which prevent
classical computers from solving such problems efficiently. Thirty
years after Feynman’s original proposal1, quantum simulators
of physical systems are being successfully constructed using a
variety of quantum architectures, such as atoms2–6, trapped ions7–13,
nuclear magnetic resonance (NMR)14,15 and superconducting
circuits16,17, as well as single photons18–25, which are the focus
of this Review. However, even though there are many recent
exciting developments in various quantum architectures, such
as ion-trap quantum computing9,11, no physical implementation
seems to have a definite edge in all aspects of the race at
this point.

Quantum simulation strategies
With respect to level of detail, there are two types of quantum
simulators. For the first type, the goal is to simulate a collective
property such as a quantum phase transition, and for this, global or
coarse-grained control of the quantum particles is usually sufficient
to observe these phenomena. The second class of simulators
requires precise local control and addressability of individual
particles to provide a platform for understanding mesoscopic
and molecular systems.

Simulators can also further be classified into digital, when
they use discrete quantum-gate operations, and analog (including
adiabatic models), when they implement a surrogate Hamiltonian
in an analog fashion26. Moreover, there is also the possibility of
constructing hybrid systems combining quantum-gate models and
analog quantum simulation techniques23.

1Department of Chemistry and Chemical Biology, Harvard University, Cambridge, Massachusetts 02138, USA, 2Faculty of Physics, University of Vienna,
Boltzmanngasse 5, Vienna A-1090, Austria. *e-mail: aspuru@chemistry.harvard.edu; philip.walther@univie.ac.at.

Photonic quantum technology
Each quantum simulation platform has its strengths, and here we
discuss the inherent advantages of photonic technology for precise
single-particle quantumcontrol and tunablemeasurement-induced
interactions in realizing local photonic quantum simulators. One
of the salient features of photons is that they do not interact
easily. This results in a naturally decoherence-free system but also
complicates the generation of entanglement. Photons can be easily
manipulated and individually addressed with high precision by
employing simple optical components that can be used at room
temperature, which avoids the need for cryogenic operation, except
for certain photon sources and detectors. These features also lead
to the second advantage of photonic simulators: photons are easily
moved either in free space or in waveguides, and are thus not
restricted to interactions with nearest neighbours. The mobility
of photons, ideally on a single chip, allows, in principle, almost
arbitrary interconnections and facilitates the simulation of complex
and non-local many-body interactions. Furthermore, photonic
quantum simulators could potentially be scalable if we find a
technology for the controlled generation of single and multiple
photons. This is an area of intense research; an overview of the
photonic ‘quantum toolbox’ is given in Box 2.

As shown in the examples below, photonic systems are a
promising platform for simulating quantum phenomena of small-
sized quantum systems. The mobility of photons enables even
single-photon experiments to simulate quantum walks21,22,24,25 and
topological phases27. Recently, Lanyon et al.

20 simulated quantum
aspects of the hydrogen molecule by using two entangled photons.
In the experiment, one of entangled photons represented the wave
function of a two-level system that encoded two spin orbitals,
and the other was used to read out the molecular energy. Using
two entangled photon pairs, Ma et al.23 have simulated frustrated
valence-bond states. The tunable interaction between the two
entangled photon pairs made it possible to study the distribution
of pairwise quantum correlations as a function of the competing
spin–spin interactions.

In the following sections, we will elaborate further on these
examples and describe other recent and ongoing applications of
quantum simulation using photons. The list is by nomeans exhaus-
tive and ismeant to be representative of the present state of the art.

First application to quantum chemistry
Quantum chemistry and band structure calculations account for up
to 30% of the computation time used at supercomputer centres28.
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is defined by a Josephson junction. Qubits of this type were first
developed71 in the regime of EJ/EC = 1, and later extended to
EJ/EC ? 1 and named ‘quantronium’72 and ‘transmon’73. In the flux
qubit74, also known as a persistent-current qubit, the circuit is
designed to give a double-well potential. The two minima correspond
to persistent currents going in opposite directions along the loop.
Often the inductance is substituted by an array of Josephson junc-
tions. The kinetic energy term is kept small, so EJ/EC ? 1. In the
phase qubit75, the potential is biased at a different point and again
EJ/EC ? 1, so that the phase qubit may use the two-lowest energy
states in a single metastable anharmonic potential well.

Typically, the qubit excitation frequency is designed at 5–10 GHz,
which is high enough to minimize thermal effects at the low tempera-
tures available in dilution refrigerators (,10 mK; kBT/h < 0.2 GHz)
and low enough for ease of microwave engineering. Single-qubit gates
are implemented with resonant pulses of duration 1–10 ns, delivered
to the qubit locally using on-chip wires.

Neighbouring qubits naturally couple to each other either capaci-
tively or inductively, allowing simple quantum logic gates. However,
for large-scale quantum computer architectures, more adjustable
coupling schemes are desirable. Indirect couplings mediated by a
tunable coupler have been developed for switching on and off the
interaction between qubits76. The application of tunably coupled
qubits to adiabatic quantum computing is also under investigation77.

Coupling qubits with microwave ‘photons’ in a transmission line
has brought a new paradigm to superconducting quantum circuits.
Transmission-line-based resonators have extremely small mode
volumes and thus achieve cavities with strong cooperativity factors78.
Such systems have allowed two-qubit gate operations within a few
tens of nanoseconds and have been used for implementing algo-
rithms79 and for measurements of non-local quantum correla-
tions80,81 between qubits millimetres apart.

High-fidelity qubit readout schemes are under development. The
switching behaviour of a current-biased Josephson junction at its
critical current is commonly used as a threshold discriminator of
the two qubit states80. Another promising development is the demon-
stration of QND measurements in which a qubit provides a state-
dependent phase shift for an electromagnetic wave in a transmission
line82. A high readout fidelity of ,95% and a fast QND readout
within tens of nanoseconds have been achieved.

A notable feature of superconducting qubits is their macroscopic
scale: they involve the collective motion of a large number (,1010) of
conduction electrons in devices as large as 100mm. Common wisdom
is that superpositions of these larger, more ‘macroscopic’ states
should suffer faster decoherence than more ‘microscopic’ systems.
However, the distressingly short decoherence times of a few nanose-
conds observed in the earliest experiments have recently been

extended to T1 and T2 values of a few to several microseconds, now
ten to a hundred times longer than the demonstrated initialization,
read-out, and universal logic timescales. Nevertheless, understanding
and eliminating the decoherence still remains the biggest challenge
for superconducting qubits. Material engineering on the microscopic
scale may be required to eliminate the remaining noise sources.

Other technologies
A large number of other technologies exhibiting quantum coherence,
besides those we have discussed above, have been proposed and
tested for quantum computers.

As one example, the single photons in photonic quantum computers
could be replaced by single, ballistic electrons in low-temperature
semiconductor nanostructures, which may offer advantages in the
availability of nonlinearities for interactions and in detection. As
another emerging example, quantum computers based on ions and
atoms may benefit from using small, polar molecules instead of single
atoms, because the rotational degrees of freedom of molecules offer
more possibilities for coherent control83.

Another solid-state system under investigation is that of rare-earth
ions in crystalline hosts, whose hyperfine states have been known for
many years to show long coherence times. Unfortunately, the weak
optical transitions of these impurity ions prevent single-atom detec-
tion, and so, like nuclear-magnetic-resonance quantum computing,
this approach employs an ensemble. The extremely high ratio of homo-
geneous to inhomogeneous broadening in such systems (typically
1 kHz versus 10 GHz for Eu:YAlO3) allows the resolution of as many
as 107 qubits, defined as groups of ions with a well defined optical
transition frequency isolated by a narrow-bandwidth laser. The initial
state of rare-earth qubits can be initialized via optical pumping of
hyperfine sublevels of the ground state84. Multi-qubit gates are possible
via the large permanent dipole moment in both ground and excited
electronic states. These qubits may provide an efficient interface
between flying and matter qubits with storage times for photons of
up to 10 s (ref. 85).

Other materials for hosting single-electron-based qubits are also
under consideration. The carbon-based nanomaterials of fullerenes86,
nanotubes87 and graphene88 have excellent properties for hosting
arrays of electron-based qubits. Electrons for quantum computing
may also be held in a low-decoherence environment on the surface
of liquid helium89, or be contained in molecular magnets90.

A further category of exploration for quantum computation
involves methods of mediating quantum logic between qubits, often
of existing types. A key example of this is the use of superconducting
transmission line cavities and resonators for qubits other than those
based on Josephson junctions, such as ions91, polar molecules92 and
quantum dots93. Edge-currents in quantum-Hall systems present
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Figure 5 | Superconducting qubits. a, Minimal circuit model of
superconducting qubits. The Josephson junction is denoted by the blue ‘X’.
b–d, Potential energy U(W) (red) and qubit energy levels (black) for charge
(b), flux (c), and phase qubits (d), respectively. e–h, Micrographs of
superconducting qubits. The circuits are made of Al films. The Josephson

junctions consist of Al2O3 tunnel barriers between two layers of Al. e, Charge
qubit, or a Cooper pair box. f, Transmon, a derivative of charge qubit with
large EJ/EC (courtesy of R. J. Schoelkopf). The Josephson junction in the
middle is not visible at this scale. g, Flux qubit (courtesy of J. E. Mooij).
h, Phase qubit (courtesy of J. M. Martinis).
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is defined by a Josephson junction. Qubits of this type were first
developed71 in the regime of EJ/EC = 1, and later extended to
EJ/EC ? 1 and named ‘quantronium’72 and ‘transmon’73. In the flux
qubit74, also known as a persistent-current qubit, the circuit is
designed to give a double-well potential. The two minima correspond
to persistent currents going in opposite directions along the loop.
Often the inductance is substituted by an array of Josephson junc-
tions. The kinetic energy term is kept small, so EJ/EC ? 1. In the
phase qubit75, the potential is biased at a different point and again
EJ/EC ? 1, so that the phase qubit may use the two-lowest energy
states in a single metastable anharmonic potential well.

Typically, the qubit excitation frequency is designed at 5–10 GHz,
which is high enough to minimize thermal effects at the low tempera-
tures available in dilution refrigerators (,10 mK; kBT/h < 0.2 GHz)
and low enough for ease of microwave engineering. Single-qubit gates
are implemented with resonant pulses of duration 1–10 ns, delivered
to the qubit locally using on-chip wires.

Neighbouring qubits naturally couple to each other either capaci-
tively or inductively, allowing simple quantum logic gates. However,
for large-scale quantum computer architectures, more adjustable
coupling schemes are desirable. Indirect couplings mediated by a
tunable coupler have been developed for switching on and off the
interaction between qubits76. The application of tunably coupled
qubits to adiabatic quantum computing is also under investigation77.

Coupling qubits with microwave ‘photons’ in a transmission line
has brought a new paradigm to superconducting quantum circuits.
Transmission-line-based resonators have extremely small mode
volumes and thus achieve cavities with strong cooperativity factors78.
Such systems have allowed two-qubit gate operations within a few
tens of nanoseconds and have been used for implementing algo-
rithms79 and for measurements of non-local quantum correla-
tions80,81 between qubits millimetres apart.

High-fidelity qubit readout schemes are under development. The
switching behaviour of a current-biased Josephson junction at its
critical current is commonly used as a threshold discriminator of
the two qubit states80. Another promising development is the demon-
stration of QND measurements in which a qubit provides a state-
dependent phase shift for an electromagnetic wave in a transmission
line82. A high readout fidelity of ,95% and a fast QND readout
within tens of nanoseconds have been achieved.

A notable feature of superconducting qubits is their macroscopic
scale: they involve the collective motion of a large number (,1010) of
conduction electrons in devices as large as 100mm. Common wisdom
is that superpositions of these larger, more ‘macroscopic’ states
should suffer faster decoherence than more ‘microscopic’ systems.
However, the distressingly short decoherence times of a few nanose-
conds observed in the earliest experiments have recently been

extended to T1 and T2 values of a few to several microseconds, now
ten to a hundred times longer than the demonstrated initialization,
read-out, and universal logic timescales. Nevertheless, understanding
and eliminating the decoherence still remains the biggest challenge
for superconducting qubits. Material engineering on the microscopic
scale may be required to eliminate the remaining noise sources.

Other technologies
A large number of other technologies exhibiting quantum coherence,
besides those we have discussed above, have been proposed and
tested for quantum computers.

As one example, the single photons in photonic quantum computers
could be replaced by single, ballistic electrons in low-temperature
semiconductor nanostructures, which may offer advantages in the
availability of nonlinearities for interactions and in detection. As
another emerging example, quantum computers based on ions and
atoms may benefit from using small, polar molecules instead of single
atoms, because the rotational degrees of freedom of molecules offer
more possibilities for coherent control83.

Another solid-state system under investigation is that of rare-earth
ions in crystalline hosts, whose hyperfine states have been known for
many years to show long coherence times. Unfortunately, the weak
optical transitions of these impurity ions prevent single-atom detec-
tion, and so, like nuclear-magnetic-resonance quantum computing,
this approach employs an ensemble. The extremely high ratio of homo-
geneous to inhomogeneous broadening in such systems (typically
1 kHz versus 10 GHz for Eu:YAlO3) allows the resolution of as many
as 107 qubits, defined as groups of ions with a well defined optical
transition frequency isolated by a narrow-bandwidth laser. The initial
state of rare-earth qubits can be initialized via optical pumping of
hyperfine sublevels of the ground state84. Multi-qubit gates are possible
via the large permanent dipole moment in both ground and excited
electronic states. These qubits may provide an efficient interface
between flying and matter qubits with storage times for photons of
up to 10 s (ref. 85).

Other materials for hosting single-electron-based qubits are also
under consideration. The carbon-based nanomaterials of fullerenes86,
nanotubes87 and graphene88 have excellent properties for hosting
arrays of electron-based qubits. Electrons for quantum computing
may also be held in a low-decoherence environment on the surface
of liquid helium89, or be contained in molecular magnets90.

A further category of exploration for quantum computation
involves methods of mediating quantum logic between qubits, often
of existing types. A key example of this is the use of superconducting
transmission line cavities and resonators for qubits other than those
based on Josephson junctions, such as ions91, polar molecules92 and
quantum dots93. Edge-currents in quantum-Hall systems present
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(b), flux (c), and phase qubits (d), respectively. e–h, Micrographs of
superconducting qubits. The circuits are made of Al films. The Josephson

junctions consist of Al2O3 tunnel barriers between two layers of Al. e, Charge
qubit, or a Cooper pair box. f, Transmon, a derivative of charge qubit with
large EJ/EC (courtesy of R. J. Schoelkopf). The Josephson junction in the
middle is not visible at this scale. g, Flux qubit (courtesy of J. E. Mooij).
h, Phase qubit (courtesy of J. M. Martinis).
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D-Wave quantum simulator
D-Wave Systems, Inc. is a quantum 
computing company, based in Burnaby, British 
Columbia. On May 11, 2011, D-Wave System 
announced D-Wave One, labeled "the world's 
first commercially available quantum 
computer," and also referred to it as an 
adiabatic quantum computer using quantum 
annealing to solve optimization problems 
operating on an 128 qubit chip-set. 
[www.dwavesys.com]



The building blocks of
D-Wave One quantum simulator

Schematic of a superconducting qubit, the basic 
building block of the D-Wave One Quantum 
Computer. The arrows indicate the magnetic spin 
states which encode the bits of information as +1 
and -1 values. Unlike regular bits of information, 
these states can be put into quantum mechanical 
superposition.

Left: A schematic illustration of 8 
qubit loops (gold) connected by 16 
coupling devices (blue). Right: A 
CAD layout of the full chip 
architecture. Qubit loops are now 
shown in pink and the control 
circuitry is indicated by the blue 
and yellow features.



The building blocks of
D-Wave One quantum simulator

Photograph of a wafer of Rainier processors, 
including the 128-qubit processor used in the 
D-Wave One.

Left: A photograph of the chip 
after being bonded to the 
computer motherboard. Right: 
The motherboard is attached to 
the ultra-low temperature 
refrigeration system.



The building blocks of
D-Wave One quantum simulator

Left: Photograph of the D-Wave One Quantum Computing system. Right: Schematic of 
the system infrastructure and connection to LAN/internet



Quantum technologies in Europe
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How can we make then 
regular  calculations orders 
of magnitude faster for  the 
problems that do not allow 

paralleling?



Rapid Single Flux Quantum 
Logic (RSFQ)

Rapid Single Flux Quantum logic (RSFQ) was 
proposed and developed in detail in the early 
80's by then Soviet physicists Konstantin 
Likharev, Vasily Semenov and Oleg Mukhanov 
and others, who were with Physics Dept. at 
Lomonosov Moscow State University. 
Technologically it was realized at Moscow 
Institute of Radioelectronics and Automation 
of the Russian Academy of Sciences (group of 
Prof. Valery Koshelets).

Prof. Konstantin Likharev 



Rapid Single Flux Quantum 
Logic (RSFQ)
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Magnetic flux quantization in a 
superconductor loop:

RAPID SINGLE FLUX QUANTUM DEVICES (I)

B

Φ = Φ = Φ = Φ = BndA = n ΦΦΦΦ0

ΦΦΦΦ0=h/2e2.07×10-15 Wb

Josephson junction loop as an 
SFQ pulse generator:

ΦΦΦΦ0000 V(t)

SFQ Pulse

I(t) It

Faraday's Law:
V(t) = dΦΦΦΦ/dt

For the SFQ pulse:
V(t)dt = ΦΦΦΦ0  2 mV-ps



Rapid Single Flux Quantum 
Logic (RSFQ) devices



RSFQ-based devices vs 
semiconductor electronics



RSFQ-electronics:  
First demonstrations 



RSFQ-electronics:  
Further realizations 



RSFQ-devices can easily be 
made using reversible logic 



PetaFLOPS personal computer 
(HTMT project)
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         I/O Farm

        10 Gbps
100 W
$10 K

RSFQ Tower                   NOVORAM Rack
  4 K   300 K
  1 MCM   16 PCBs
  100 chips   256 chips
  4 SPELLs   512 GBytes
  100 GHz   1 ns cycle
  300 W    400 W
  $30 K   $30 K

SET Hard Disk Case
  256 disks
  8 TBytes
  200 W
  $10 K

Welcome to the
TeraWorld!

GRAND TOTAL: 1 TF FOR $100K & 1kW

PeT CONCEPT: PERSONAL TERAFLOPS COMPUTER



What can we learn from 
this story?



Thank you for your 
attention!


